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ABSTRACT—Process of knowledge discovery in databases is an important step in Data mining, in which
intelligent methods are applied in order to extract patterns. In recent time medical researchers are used data
mining techniques for study of disease research, especially most dangerous disease like cancer. Generally cancer
research is clinical in nature. Classifying and predicting the outcome of a disease is a significant and demanding
tasks in data mining. The medical research group contains collected and made available large volumes of
medical data. Hence, medical researchers are used popular Knowledge Discovery Databases (KDD) research
tool for identify and exploit patterns and large number of variables relationships, and also prepared to enable
these medical data to predict the disease outcome using the historical cases stored within datasets, which also
includes data mining technique. Here this proposed work provides an overview of the current research being
carried out on Leukemia cancer dataset using data mining techniques that is classification technique to enhance
cancer diagnosis. Although cancer classification has improved over the past few years in data mining, there is no
general approach for identifying new cancer classes (class discovery), in order to overcome this problem here a
most generic approach to cancer classification method that is K-Nearest Neighbour (KNN) classification with
Geometric Particle Swarm optimisation (GPSO) feature selection based on gene expression monitoring by DNA
microarrays is described and applied to human leukemia dataset as a test case.

Keywords-- Data mining, Knowledge Discovery in Databases (KDD), K-Nearest Neighbour (KNN)
classification with Geometric Particle Swarm optimisation (GPSO)

else Support Vector Machines (SVM) [9] have
been used. By applying data reduction on the
number of considered genes, classification
accuracy can be enahnaced. This system is

1. Introduction

Microarray Technology[1] is one of the
significance method in investigating the enormous
amount of genes as the changes in the microbes are
related to the changes in the gene patterns.
Different gene expression profiles are compared
from tumors such as Leukemia [2], Colon [3] and
Breast [4] and the tissue expressions are examined
and compared. These data are very much
unessential and may contain unwanted data and
most of the genes provide not useful information.
As a result, the most important thing is the tools to

proposed to discover features of genes and classify
cancer using leukemia dataset. For that this
proposed work has to use GPSO feature selection
method and KNN classifier with pre-processing
steps, which are commonly used in the field of data
mining and pattern recognition. Feature selection
method include Euclidean distance, and also, k-
nearest neighbour (KNN) classifier shows the

deal with these issues in efficacy. It is essential to
categorize a set of necessary genes from a high
volume data set polluted with maximum noise [5].

To examine these data, Feature selection is the best
process to reduce the capacity of data set and to
improve the analysis process [6]. In Gene
expression analysis, Feature Selection uses a
number of categorization methods [7] to classify a
category of tumor, and to minimize the count of
genes to investigate in case of a current patient, so
that detecting and diagnosing has been done at the
earlier stage. Different types of classification
techniques such K-Nearest Neighbor (K-NN) [8] or

improvement in the performance of classification
with use of distance parameter and feature selection
method compare than the existing classification
methods.

2. Literature Survey

Kai et al, [10] illustrated that a cancer
categorization technique such as Discriminant
Kernel-PLS has been used in the profile of gene
expressions. In this work the dataset of prostate
cancer, lung cancer and leukaemia are used. This
method provided more prediction accuracy by
using the 1-ANOVA.
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Manuel et al., [11] illustrated technique for gene
expression profiles cancer categorization that was
called as Kernel alignment-KNN. This categorizer
has been used to retrieve the prominent results.
This paper also explained about the Kernel
alignment algorithm’s linear combination of
dissimilarities, these also performed well when it
compared with other metric learning strategies and
improved the classical k-NN based on a single
dissimilarity.

Dimitris et al., [12], detailed a medical diagnosis
using gene expressions. Data pre-processing
methods are utilized to find the missing value, then
the feature selection methods are applied to reduce
the dimensionality of the data set. Three datasets
were also used. Finally the classification is done by
using Novel SVM-based architecture. And final
result has shown that this proposed gene expression
analysis system for medical diagnosis provided
100% of result by three different types of dataset.
Wang ef al., [13] utilized a fuzzy based framework
for medical diagnosis. In this work, author were
used a fuzzy-based ensemble model and a
widespread fuzzy-based framework for cancer
classification of micro array gene expression data.
This proposed fuzzy based system for micro array
gene expression data is used both gene selection
and classification methods to discover the data
classes. This proposed Neuro-Fuzzy Ensemble
model (NFE) makes fuzzy based system more
realistic to gene profiles micro array. The
performance of the proposed method attained by
using fuzzy based system is more feasible.

Huang et al, [14] provided a novel method for
cancer diagnosis with use of discriminative genes
from micro array gene expression data. New
mutual information (MI)-based feature-selection
resolved a micro array gene expression-based data
large p and small n problem in more efficiently.
And also this method to expressed reliable domino
effect still when merely a small model suite is
accessible. Additionally, novel Ml-based criterion
is planned to shun the very much superfluous
choice, results in a methodical manner. Recently,
through the evaluation of MI, the proper chosen
trait subsets can be conceivably determined.

3. Dataset

This proposed methodology uses the instances
from well known Leukemia Dataset for cancer cell
gene classification experiment. Leukemia dataset
was taken from the public GEMS Data Repository
with url http://www.gems-system.org/.[15] The

Leukemia dataset have two types such as
Leukemia 1 and Leukemia 2. There are also
different class of samples such as Acute
myelogenous leukemia (AML), acute
Lympboblastic Leukemia (ALL) B-cell, and ALL
T-cell and mixed-lineage leukemia (MLL).

4. Proposed Methodology

Main aim of this proposed methodology for
leukemia gene classification system is to design
and develop an approach for the purpose of
leukemia cancer cell diagnosis using gene
classification method with feature selection
process. There are several schemes that discover
the cancer cell diagnosis in automatic way. The
proposed Leukemia gene classification process is a
better way of targeting a promising results with use
of given data set based on data mining technique,
here this proposed method have planned to make
use of enhanced preprocessing Independent
Component Analysis (EICA) method and Bi-PCA
with Geometric Particle Swarm optimization
(GPSO) based feature selection and classification.
The proposed approach have to use the following
steps for cancer and non-cancer cells classification
process with use of leukemia data set, they are pre-
processing, feature selection and classification
methods. Early of this proposed method the given
dataset is pre-processed for the purpose of efficient
final classification result and missing value
calculation and duplication elimination, which will
be done with the assistance of the newly Enhanced
Independent Component Analysis process. After
that the analyzed dataset is used for feature
selection process, in this stage the most important
features are selected with the assistance of
Geometric Particle Swarm Optimization (GPSO),
then the selected features are used for classification
process, this process will be done with the
assistance of classifier. The proposed classifier,
KNN will be utilized to classify the cancer and
non-cancer cells based on the gene micro arrays. At
last, the given dataset is subjected to the proposed
technique to assess the performance in classifying
the cancer or non-cancer cells from the leukemia
dataset. In this proposed method, for
experimentation, the dataset will be subjected to
analyze the performance of the proposed approach
utilizing  Classification ~ Accuracy, F-score
Sensitivity and Specificity. Figure 1 shows the flow
diagram of leukemia gene classification of using
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the leukemia dataset with proposed methodology,
which is shown below.

4.1 Preprocessing

The aim of the preprocessing stage in proposed
leukemia gene classification process is eliminate
the duplication values and calculate the missing
values of the gene array leukemia dataset. In data
discovery analysis process, preprocessing is one of
the most important techniques of analyzing data
prior to further computational processing. Here this
proposed method used two methods Bi-PCA and
Enhanced ICA, both methods are used to analyze
the data for final leukemia gene classification
process, in a maximum preservation of the original
information of given dataset. This proposed Bi-
PCA and EICA should perform superior to the
existing schemes in terms of duplication
elimination and missing value calculation of the
dataset.

BiCluster Principal Component Analysis (Bi-
PCA)

The given leukemia data set of gene expression
profiles for cancer diagnosis is represented by a
numerical (M % N 1 matrix X, where N is the
number of genes and M is the number of samples.
This proposed preprocessing method assumes
biclusters to handle the local similarity structure of
the matrix, where there is most interrelated rows
and columns with the missing entry are chosen to
estimate the missing value of the given dataset for
leukemia gene classification. Bi-PCA technique is
illustrated as below:

Leukemia Dataset

¥

[ Pre-processing ]

1.Bicluster Princinle Component Analvsis (Bi-

[ Feature Selection ]

Geometric Particle Swarm optimization

y

[ Classification ]

L 2
Classified Results

Figure 1. Proposed Leukemia Gene
Classification Method

Initially bi-clusters are ordered clusters where rows
contain correlated genes and columns contain
correlated experimental conditions that indicate the
missing value. The phenomenon of dual clustering
was introduced early but it become popular since
2000 when Cheng and Church applied it in the
gene expression matrices [16]. Gan et al
introduced a geometrical biclustering method [17],
where biclusters embedded in a matrix can be
regarded as points dispersed on special linear
structures in high-dimensional space, and the
Hough transform is used to identify these linear
patterns in the high-dimensional space in order that
biclusters can be identified. Other dual grouping
methods are proposed based on distance measures
[18], probability models [19], and hypergraph-
based geometry [20].

PCA indicates the change of M =spatial gene
vectors x as a precise combination of primary axis
vectors u; (1 = i = K] whose count is

smalllK- = Ml
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=

The linear coefficients (1 = i = K} are called
factor scores.

A specially dogged K number using in PCA, it
obtains ¥; and u;, such that the sum of squared
error | g/ Zover the fully data set X is in minimum.
When there is no missing value, ¥; and u; are

calculated as follows.

A covariance matrix F for the expression vectors

{1 =1 = NJisgivenby
PoiTE G — W — 4
N Saf=1 B AL o (2)

where & =mean vector of x:z & [1/N 31X, x,.
T = the transpose of a vector or a matrix. Here also
describe the i —th principal axis vector by
u; = /A, With these notations, the i® factor
score for an expression vector ¥ is given by

x. Factor scores v = Lyl,.. .vg) for

the gene expression vector x obtained by minimize

the residual error:
E=ll-uz 73

The least square solution of the missing value

estimation problem is given by = (U*T )¢
UF x*. Using ¥, the missing value is calculated as
_I.?';.E."_: — LIT?";.E ."."r.

Here this work also finds a bicluster for every
individual missing value.  First, for every target
gene, initial complete matrix is used to recognise
by classification genes set in the first step,
according to the euclidean distances between the
target gene and all the other genes. In biclustering
process, consider each individual condition has its
own correlation with others. On the other side,
iond joonditions(1 = L.f = p.i =] possess
various correlations with other 1 = p limitations.
To take into account the correlation  among the
n — p different conditions for the p missing entries

in the target gene, introduce a matrix ¢ in (4) :

g= "D

The distances between the target gene and other
genes for the jth missing entry are calculated by
classification genes weighted Euclidean distance
from the dataset (5):

. [5G =) — 0T
di{gt.gs) =
[EN P (w) 2
=1l
where 1 = j = p and g; = the target gene, g5 =

one of the other genes in the matrix, and % (v]
denotes the (j, v)th element of matrix @. In (5),
(V] serves as a weight for calculating the distance

between g, and g, in the il position. & smallest
weighted euclidean distances are chosen in the
corresponding genes which is to be the reselected
neighbor genes for the jth missing value. The
most correlated experimental conditions also have
to be selected from the frequent correlated genes,
this is decided by the value of #i{vl. If

#(vl] = Tyn.mav, then the vth experimental
condition is considered to be correlated with the jth
missing value, where
romax = mary € {12,..n —p}|n (v). and T;
is a preset threshold. After the uncorrelated genes
and experimental conditions are removed, and get
a subset I; . The rows and columns of I; are the
most correlated genes and experimental terms and
rules with the jth missing value of the objective
gene, respectively.

The bicluster for the /th missing value is in this
form:

bicluster, = | D_I- | (6)
where @; denotes the jth missing value of the target
gene, ¢/ is the column in &; 'z position in the most
correlated genes, w;  is the non-missing values in
the most related locations with =; , and I; is the

subset was find in prevoiusly. The missing value in
a bicluster is «; , target gene. At last this pre-
processing work Conduct Bi-PCA for a second
time on biclusters. For a target gene containing p
missing values, conduct Bi-PCA in
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=

biclusterj (1 = j £ p] until the p missing values
are estimated, and this work can get a complete
gene vector for further processing in the proposed
method.

Enhanced ICA

In this work another preprocessing technique EICA
is used for analyzing the dataset for final
classification process. Every IC component has
genetic significance and relates to a specific gene
signal. Here this work employed an enhanced ICA
method which is shown in detail as below.

X(0) = B*10) (7

Where, a data
. X(@) = K x5 xp ]

matrix = * = :

with p X n dimensions, and its rows correspond
with observed signals and its columns correspond
with the number of samples. B = by bprenibiml] 5
combination matrix with pxm dimensions
and source signal matrix
Vity = v |XI+_-‘|I i ':fl‘l.' e B |:r"| T | .
Vit R . (2)] with m X n dimen
sions as its rows are independent statistically.
Variables found in S(f) rows are called ICs

"._I' ("‘ . . .
and '/ is the observed signals form a linear

combination with these ICs. In other words ICs
estimation is made with finding linear relation of
observed signals.

By applying ICA, a combination of two

E

S
. i . .
matrixes © and ' “*/ to achieved source signal.

The i" level of DNA microarray expression

gene, Y=g reconstructed by i IC  of IC; (i =

1,---,p), according to relation (1) have:

Definitely, if gene expression level for main

. ) th s foc
microarray's 1 genc 1s , then error average

square of renovated samples be:

n == “ij o “1(9)

Then to calculate error average square amounts,
and order these into reconstructed samples, and
select p’ IC components with lower error.
Feature Selection wusing Geometric

Particle Swarm Optimization (GPSO)

Main objective of solving the gene selection
problem, a novel PSO based algorithm discovered,
based on the geometric framework in [22], which
was developed in this proposed work. This novel
method, namely known as Geometric Particle
Swarm Optimization (GPSO), that enables to
generalize PSO to almost several solution
representations in accepted and undemanding
manner.

In GPSO, particle i’s location is illustrated as
vector X;= Xy . X, Xyptaking  each  bit
vy (with fin [LLN1Y binary values 0 or 1. The
main problem of GPSO is the particle movement

formation.The proposed GPSO method is
developed in this work operates as in below:

The pseudocode’s first phase is the initialization
process, in which the particles are carried out by
means of the & Imitialization [) function, where
5 denotes Swarm. This special initialization method
was adapted to gene selection as follows. The
population was divided into four subsets of
chromosomes such as particles initialized in
different ways depending on the number of features
in each particle. That is, less percentage of particles
were initialized with prefixed value N selected
genes located randomly. Another next to less
percentage of particles were initialized with 2N
genes, then 30% with 3N genes and finally, all
other of particles (40%) were initialized randomly
and 50% of the genes were turned on. In the GPSO
experiments, N is equivalent to 4. In Algorithm
shows the GPSO Pseudocode for Hamming space.

Algorithm: GPSO Pseudocode
Step 1: S «— Swarm Initialization()
Step 2: while not stop condition do

Step 3: for each particle x; of the swarm S do
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Step 4: evaluate(x;)

Step 5: if fitness(x;) is better than fitness(f;) then
Step 6: fi = x;

Step 7: end if

Step 8: if fitness(f7)) is better than f itness(#;) then
Step 9: &; = £

Step 10: end if

Step 11: end for

Step 12: for each particle x; of the swarm 5 do

Step13:
x; =

-y y i “ I S Tt
IParent crossover Operotor| Loowe), lenwe LU owg))

Step 14: mutate [ x;)

Step 15: end for

Step 16: end while

Step 17: Output: best solution found

a second phase, after the evaluation of particles ,
historical and social position are updated. Finally,
particles are “moved” by means of the 3 Parent
crossover  operator. And also, with a
10%probability a simple bit-mutation operator is
applied for prevention of the early convergence.
This will repeated until reach the final condition
fixed to evolutions certain number.

4.2 Classification using KNN

K Nearest Neighbor (KNN) is a simple algorithm,
which stores all cases and classifies new cases
based on similarity measure. KNN algorithm also
known as case based reasoning, instance based
learning, memory based reasoning or lazy learning.
KNN algorithms used in many applications like
statistical estimation and pattern recognition etc.,
This is also non parametric classification method
which has two types one is structure less NN
techniques and another is structure based NN

techniques. Nearest neighbor classification is used
mainly when all the attributes are continues.
Simple K nearest neighbor algorithm is shown in
below

Steps 1) to discover the K training instances
which are nearest to unknown instance

Step2) to select the most frequently occurring
classification for these K instances.

Here this proposed leukemia gene classification
method used efficient KNN technique for cancer
and non-cancer cell classification from the given
leukemia gene micro array dataset in most efficient
manner which is discussed in detail as follows.

KNN based Leukemia gene Classification

Previously there are many algorithms designed for
solving classification problems in machine
learning have been applied to recent research
classification of cancer especially luekemia with
gene expression data. In this work a most efficient
representative classification algorithm such as -
Nearest Neighbour, is applied to the classification.
This is one of the most widespread methods among
memory based orientation. Pearson’s coefficient
correlation and Euclidean , Manhattan and
Minkowski distances have been used as the
similarity measure. When this work have an input
r and a reference set M = {miy. 14 ....Mx) the
probability that x may belong to class ¢;, P{x.¢;} is

defined as follows:

i ". - “ i .
Plrc) =% ooy Simle, m )P (. e:) — by

(10) |

where Sim(x.m;}is the similarity between rand
m; and b; is a bias term. Thus the KNN classifier
is trained using the features selected, finally mostly
determined features of the genes is accompanied to
combine the cancer and non-cancer outputs of
KNN classifier. After classification with some
features is trained independently in classifier and
produce their own outputs, finally get classification
result will be judged by a combining module i.e.
GPSO feature selection, where the most determined
result of KNN classification is adopted.

5. Experimental Results and

Comparison
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Experimentation results of Leukemia Gene
Classification is mainly relying on the dataset; to
perform this proposed methodology take a
leukemia 1 and leukemia 2 datasets with Acute
Myelogenous Leukemia (AML), Acute
Lympboblastic Leukemia (ALL) B-cell, and ALL
T-cell, AML, ALL, and Mixed-Lineage Leukemia
(MLL) diagnostic task type from Gene Expression
Model Selector database [23] which is publicly
available as open access. Both of these datasets
provide information of micro array genes of both
normal and cancer cells. The results of the
proposed KNN classification with feature selection
GPSO and without GPSO and existing
classification algorithm is validated with use of
leukemia cancer samples. The validation results of
proposed KNN with GPSO and KNN with GPSO
existing classification algorithm  for GEMS
leukemia 1 (Acute myelogenous leukemia (AML),
acute Lympboblastic Leukemia (ALL) B-cell, and
ALL T-cell) and leukemia 2 (AML, ALL, and
mixed-lineage leukemia (MLL) datasets are used
following metrics such as Sensitivity, Specificity,
Accuracy and F-score in this work. The
classification parameters definition and results of
the proposed and existing classification results
discussed is as follows.

Preprocessing Results

The missing data imputation results from the three
normalization schemas is measured based on the
root mean square error (RMSE) between the
imputated gene feature values ¥ i;jand  the
observered gene feature values X;; from testing

dataset ,RMSE is computed using the following
equation ,

RusE[ 2] = |ZER L (11

u; be the total number of the values or gene
features imputated from normalization methods .
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Preprocessing through Bi-PCA Results
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Figure 2: RMSE results for proposed and
existing preprocessing method on leukemia
dataset

Figure 2 shows the performance accuracy results of
the preprocessing normalization schemas results
.The proposed methods the normalization schema
results is determined based on the RMSE between
gene feature values and the observed gene feature
values ,it shows that the proposed normalization
methods produces less RMSE error values when
compare to existing results .In the proposed work
Bi-PCA produces best results in missing value rate
imputation since it achieves less RMSE error value
when compare to remaining methods for leukemia
datasets.

Preprocessing through EICA

——PCA =—E—-ICA -EICA

0.9
0.8

| A g

Ojﬁ | -;//'
0.4 -+

5 10 15 20 25 30
No.ofIC component

Correctness Rate
o
()}

Figure 3. The results with applying proposed
Pre-processing algorithm on microarray
samples in Leukemia cancer data set
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The aforementioned figure 3 clearly shows that the
no. of independent IC components such as gene
microarray data increases means, the correctness
rate is also increased in frequent manner.

5.1 Classification through KNN with
feature selection and without feature
Selection

Sensitivity (S): Sensitivity is defined as the
percentage of predicted and actual class which
belongs to positive cases that were correctly
identified, as determined using the equation:

(12)

Sensitivity(S) =z

=(Number of True Positive
Assessment)/(Number of all  Positive
Assessment)

=S VM
=li—Naive Bayesian
—i—KNN
=—=—=SVM-GPSO

. aive Bayesian-GPSO
=0=KNN-GPSO

sensitivity

Leukemia Dataset

Figure 4: Sensitivity comparison vs. methods

The sensitivity results of proposed KNN and other
existing classification methods with feature
selection and without feature selection for leukemia
dataset samples is illustrated in Figure 4.
Sensitivity results of proposed KNN classification
without GPSO is 0.77, in case of the addition of
feature selection GPSO method into KNN classifier

means the result also increased in is 0.049, this
value is also higher than existing methods with or
without GPSO. The feature selection GPSO is done
to remove unimportant features in the preprocessed
data. It is also applicable to all dataset samples
where the result will be changed based on the
characteristics of the dataset.

Specificity (Sp): Specificity is defined as the
percentage of predicted and actual class which
belongs to negative cases that were correctly
identified, as determined using the equation,

Specificity (Sp)=z 1. F:F (13)
17782

=(Number of True Negative
Assessment)/(Number of all Negative
Assessment)

——3VM
-~ Naive Bay esian
== KINN
e SVM-GPS O
09 + —#=—Naive Bayesian- (:PSO
08 . —®=KNN-GPSO g
07
£ 06 |
& 05 |
q:,- 04 +—
0.2 |
0.1
0

Leukemia Dataset

Figure 5: Specificity comparison vs. methods

Similarly specificity results of proposed KNN and
existing classification methods are defined as the
value of predicted and actual class which belongs
to negative cases with GPSO and without GPSO, it
shows that the proposed KNN methods have
achieved higher value when it performs with
GPSO, which is 0.072 higher than without GPSO
and most of the other methods, which is shown in
Figure.5, it is also shown that the proposed KNN
and GPSO gives better performance than the other

PAGE NO: 389



KRONIKA JOURNAL(ISSN NO-0023:4923) VOLUME 25 ISSUE 9 2025

methods specified in this work and this proposed
methods perform well.

Classification Accuracy (A): Classification
accuracy is defined as the percentage of the total
amount of predictions and they are in both positive
and negative cases that were correctly identified, as
determined using the equation:

Accuracy (A):H?;F: (14)

+Ta+F +F;

=(Number of Correct Assessments)/Number
of all Assessments)

Where, T is the True Positive, F: is True Negative

, and T; is False Positive and F; is False Negative

——SVM

=fli—Naive Bayesian
—de—KINN
——=SVM-GPSO
====Naive Bayesian-GPSO
~9—KNN-GPSO

oo OoD000
O I WA —100'O =~

Classification Accuracy

Leukemia Dataset

Figure 6: Accuracy comparison vs. methods

An accuracy of proposed KNN with GPSO
classification is 0.04 value higher than the existing
methods, the classification accuracy of the
proposed and exiting method is increased when it
performs with proposed GPSO feature selection,
this will shows that it increases the classifier
performance in the efficient manner, and also the
proposed KNN also provide better result than the
existing methods when it perform with GPSO the
classification accuracy of the KNN gradually
increased. So the test result shows that the
contribution of the proposed work is more accurate,
regardless positive is illustrated in Figure.6.

6. Conclusion and future work

In this proposed method shown the efficient
result using KNN classifier with GPSO features
selection technique, which was efficiently to
classifies cancer and non-cancer cell using gene
micro array leukemia dataset samples in most
efficient way. The proposed technique consists of
three stages, mainly, preprocessing, feature
selection and classification using KNN classifier
correspondingly. In the preprocessing stage, an
EICA and Bi-PCA is proposed for analyze the
given input dataset for further most accurate
classification result. After that an important
features of the leukemia gene data is selected by
using GPSO, which are wused in cancer
classification process, then the cancer and non-
cancer cells are classified based on the previous
results using KNN classifier, finally the leukemia
gene dataset is efficiently classified as cancer and
non-cancer classes. According to experimental
results show, the proposed gene -classification
method with use of the leukemia dataset, is
efficiently classifies into malignant and benign
classes. In future, it will be focused on an
additional feature extraction process for most
accurate classification results in proficient early
cancer diagnosis.
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