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ABSTRACT

Abstract - Polycystic Ovary Syndrome(PCQOS) is an endocrine disorder which affects women and girls of
reproductive age globally. It causes multiples effects such skin pigmentation, hair loss, hair growth, etc, major
being infertility and onset of mentals disorders such as anxiety and depression. Early prediction of PCOS can
reduce complexity in treatment, therefore there is a need for proper PCOS prediction system because of its
widespread occurrence and severity when remained unchecked. Present methods for the accurately diagnosis of
PCOS are time consuming, costly and sometimes inconclusive. This research paper presents our work that would
incorporate data science technique and machine learning into the PCOS diagnosis process to make it more
accessible to the people and an help to doctors. Here in this study we use an ensemble machine learning
classification Extreme Gradient Boosting (XGBoost) Classification technique for PCOS identification with
patient’s symptom data. The dataset is trained and tested with 70:30 ratio using utilizing different features. As
outcome the proposed ensemble technique significantly increases the accuracy when compared to other ML
techniques. Our research helps medical community and provide cure to women through early prediction of PCOS.

keywords : polycystic ovary syndrome, PCOS, XGBoost, machine learning, women’s health, endocrine disease,
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1. INTRODUCTION

Polycystic Ovary Syndrome (PCOS) is one of the Clinical signs of PCOS, including irregular
most common endocrine disorders in women. Itis a menstruation, excessive hair growth, and cystic
hormonal condition that affects women of ovaries, were first noted by Stein and Leventhal in

reproductive age. PCOS effects about 6% to 13% of
women, out of which up to 70% of them remain

undiagnosed.[1] [2]

1935[3]. Nonetheless, ovarian abnormalities have
been observed since the 18th and 19th centuries[4].
Over time, studies have shown that PCOS is a
complex disorder with genetic, metabolic, and
hormonal factors, including insulin resistance[5][6].
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Ovulatory dysfunction, hyperandrogenism, and
polycystic ovarian morphology are the three features
that must be present for the widely used 2003
Rotterdam criteria to be met[7]. These criteria
evolved as a result of diagnostic challenges brought
on by symptom variability. More recently,
developments in artificial intelligence and molecular
biology have improved methods for diagnosis and
individualized treatment[8][9]. The intricacy and
continuously evolving understanding of PCOS as an
endocrinological condition are highlighted by the
last century of research.

Associated health problems:

PCOS doesn’t only affect the ovaries, it also causes
other health problems, such as:

Infertility: This can happen due to irregular
ovulation.

Obesity: This can be a symptom to many of the
women suffering from PCOS.

Metabolic syndrome: It is a group of conditions like
high blood pressure, high blood sugar and high
cholesterol.

Type 2 diabetes: This can happen due to resistance
to insulin over a long period of time.

Heart disease: This can be caused due to high blood
pressure & high cholesterol in the body.

Depression & anxiety: It can also affect the mental
health because of the imbalance in the hormonal
health as well as the body image concerns.

Endometrial cancer: This can happen due to
prolonged unopposed estrogen exposure (irregular
shedding of uterine lining ).

2. LITERATURE REVIEW

1.1 Research Objectives:

The objective is to study a machine learning
approach that helps to detect the symptoms of PCOS
at an early stage, which can help the females & also
to spread awareness about this disorder. The ML
approach would first gather the patient’s basic health
data such as age, height, weight, BMI, blood group,
menstrual cycle, etc and then the PCOS status is
shown.

1.2 Problem statement:

PCOS remains underdiagnosed and often
misdiagnosed, causing delayed treatment and severe
health implications. The current diagnosis process is
highly dependent on manual interpretation and
access to specialized medical infrastructure, limiting
early detection in rural and underserved areas. There
is a need for a cost-effective, intelligent system
capable of analyzing patient health parameters such
as hormonal levels, menstrual patterns, BMI, and
lifestyle factors to provide reliable predictions,
supporting healthcare professionals in early
intervention.

1.3 Significance & motivation:

Unawareness about PCOS and the delay to detect the
disorder in women can increase the risk of infertility,
type 2 diabetes, heart disease, etc. Increasing
awareness among people in the society can lead to
early detection of PCOS. This can help to decrease
the number of cases of PCOS that often go
undiagnosed that is currently up to 70%][2].

Year | Author Objective Contribution Data Methodology Result
2025 | Kamal Upreti | Enhance Showed Various Ensemble Achieved
etal. PCOS hybrid datasets learning, accuracy up to
clinical models including AdaBoost, 98%, AUC
diagnosis (SWISS- hormonal SVM, RF, | 99%, early
accuracy AdaBoost, profiles, CatBoost, deep | diagnosis,
using Al ensemble) imaging learning reduced
improve early diagnostic
detection delays
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2025 | Mehtap To develop | Proposed
Agrisoy & | a non- | XGBoost-
Mathew A. | invasive, based
Oehlschlaeger | accurate model

model using | diagnosis;

ultrasound that

efficiency.

and  cost- | integrating

effective ultrasound
PCOS and  clinical
diagnostic data for PCOS

clinical and | demonstrated

features combining
through these features
machine enhances
learning diagnostic
techniques. | accuracy and

Dataset from | Compared Best  model:
541 women | ANN,  SVM, | XGBoost;
(185 Pcos, | LR, KNN, | with clinical +
356 non- XGBoost ultrasound

algorithms; used

PCOS) feature selection | features
collected (Chi-Square AMH: AUC =
from 10 | SelectKBest, 0.9947,
hospitals  in | XGBoost Precision =
India; Teaturi 0.9553, F1 =
: importance,

|n.cl.ude5 SHpAP analysis); 0.9553, _
clinical, applied Accuracy =
biochemical, SMOTE, 10- 0.9553.

and fold Cross-

ultrasound validation, and

features (41 | hyperparameter
total). tuning.

Upreti et al. (2025) aimed to enhance the clinical
diagnostic accuracy of PCOS by integrating
advanced artificial intelligence (Al) methodologies.
Their study proposed hybrid ensemble frameworks
such as SWISS-AdaBoost, combining multiple
classifiers (AdaBoost, SVM, RF, CatBoost, and
deep learning architectures) to improve predictive
reliability. Drawing data from diverse clinical
sources—including hormonal profiles and imaging
datasets—the hybrid model achieved an accuracy of
up to 98% and an AUC of 0.99. The results
demonstrated that ensemble-based Al systems could
not only improve early PCOS detection but also
reduce diagnostic delays, highlighting their potential
integration into routine clinical workflows for
women’s health diagnostics.

Agirsoy et al. (2025) focused on developing non-
invasive, machine learning models for PCOS

3. METHODOLOGY

3.1 Dataset Description

Our study used a dataset that is medically proven on
PCOS, which was gathered from hospitals and other
diagnostic centres in India. The dataset, originally
compiled by Kottarathil et al., includes clinical
records from a total of 541 women of reproductive
age who were evaluated for suspected PCOS,
comprising 356 non-PCOS and 185 PCOS
cases[10]. The gathered dataset contains features
that are numerical as well as categorical that
represent both hormonal and menstrual parameters.
It had group of women aged between 18 to 45 years.

diagnosis using multimodal data. The dataset
consisted of 541 patients (PCOS and non-PCOS)
collected across ten hospitals in India, encompassing
clinical, biochemical, and ultrasound attributes.
Multiple algorithms—including Artificial Neural
Networks (ANN), SVM, Logistic Regression, K-
Nearest Neighbors (KNN), and XGBoost—were
tested with feature selection techniques such as
SHAP and SelectKBest to optimize model
interpretability and  performance. = XGBoost
outperformed other models with an AUC exceeding
98% and accuracy around 95%. Moreover, external
validation confirmed the model’s generalizability
across  heterogeneous  clinical  populations,
suggesting that interpretable ML frameworks can
support reliable and non-

invasive PCOS diagnosis.

The dataset uses attributes like Age, Height, Weight,
BMI, Blood group, AMH, LH/FSH ratio, Cycle
length, Marriage status, Pimples. Hair growth. Skin
darkening, pregnancy, No. of follicles, etc. The
PCOS status is shown by risk level
(High/Moderate/Low). The dataset displayed a
medium level imbalance in class which indicates
patient distributions.

3.2 Data Preprocessing
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Before model training, we preprocessed the
data rigorously to maintain data quality and
remove inconsistency.

« Handling missing values : The numeric
values that were missing were imputed
by taking the mean of individual
features and we handled the categorical
missing values by imputing mode.

e Feature Encoding We took the

categorical variables and converted

them into numeric display using label

encoding.
 Handling Outliers : We capped the

hormonal outliers that were extreme

such as LH,FSHAMH based on

interquartile range that prevented

skewed model learning.

» Feature Scaling : We kept raw values to
preserve interpretability.

3.3 Correlation Analysis

In order to wunderstand interrelationships
between the variables in a better way, we
computed and visualized a correlation matrix
using Seaborn heatmap as shown in Fig. 1. The
heatmap highlights positive as well as negative
relationship among the PCOS dataset. It
showed strong correlation between LH/FSH
ratio and BMI, Insulin levels. These relations
show hormonal imbalance and metabolic
irregularities that associate to PCOS.
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Fig. 1 : Correlation heatmap showing hormonal imbalance and metabolic irregularities

3.4 Target Correlation Analysis

In order to find which features have strongest
linear association with PCOS (Y/N), we
calculated  correlation  values  between
independent variable and target variable. The

features that showed higher positive
correlations exhibit high influence in predicting
PCOS. Higher negative correlations show
inverse results.

The result is given in Table 1 below. It displays the
correlation with each feature of the target variable.
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Table 1 : Correlation features with individual features of PCOS

3.5 Model Development

As one of the most powerful ensemble learning
techniques, gradient tree boosting is particularly
well-suited for tackling high-dimensional and
imbalanced clinical datasets [11]. XGBoost, a highly
optimized and scalable implementation of gradient
boosting, offers significant advantages over
alternative classifiers, including rapid computation
due to advanced parallelization strategies and
memory-efficient block structures[12].

The model selected was XGBoost because of its
robustness in handling nonlinear feature imbalance
and missing data. At start, a base model was trained
for default hyperparameters. Using these default
hyperparameters, we performed grid search with
cross validation.

3.6 Feature Engineering
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Since the dataset had high-dimensional and
complex nature, it was important to select
effective features that would optimize model
performance. A correlation analysis was
conducted to eliminate redundant and repetitive

LH/FSH ratio, Cycle regularity were used to
capture the complex relationship between
physical and endocrine parameters. The values
that had high correlation were cut down to
enhance generalization. This action ensured

variables. All the derived features such as that the model was non-redundant.

4. CONCLUSION

This study showcases the potential of ML specifically the XGBoost model in advancing the PCOS diagnosis
through the integration of data science techniques and ML technique. By integrating this tool in clinical practices
health care providers can achieve precise and efficient diagnosis based on patient symptoms and test results. Early
detection by a smart predictor could enhance reproductive of thousand of women all around the globe. Our study
shows that number of follicles on both ovary, average size of follicles, cycle length, cycle regularity, skin
darkening, weight gain, hair growth are the attributes linked to producing a reliable PCOS diagnosis. The accuracy
of the PCOS Diagnosis statues using XGBoost ML technique is 87.11.

Though a significant amount of research has been done on PCOS prediction model, the most major problem that
need to be resolved is to bridge the gap between research and clinical application. Tis include developing a user
friendly tool compatible with the prediction model.

Our work contributes in development of scalable, cost effective and non invasive tools for PCOS diagnosis.
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