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Abstract 

This is paper presents a machine learning approach for the detection of lung diseases. Various algorithms are explored 
to improve detection accuracy, utilizing datasets and image processing techniques.Lungs disease refers to many disorders 
affecting the lungs such as Pneumonia, Tuberculosis, Lungs cancer, and many other breathing problems. COVID-19 as a 
prominent lung disease is prioritized over others. Imaging modalities including ,X-rays, Ct scan,MRIs are primarily em- 
ployed in medical assessment because they provide computed data that can be utilize as input datasets for computer assisted 
diagnostic systems Datasets Used are chest x-ray datasets, Ct-scan datasets, Clinical datasets , NSCLC Radiomics datasets. 
COPD(chronic obstructive pulmonary disease) is a long term inflammatory lung condition that causes airflow obstruction 
in the lungs. Nowadays Lung diseases are becoming a Significant problem. Machine learning (ML) with feature selection 
techniques play a significant role in the medical field by making diseases diagnoses accurate and early.Many classification 
algorithms are used to predict lungs problem Logistic Regression, Random Forest, and Bayesian Networks. This paper ex- 
plores the application of machine learning in lung disease detection,providing an overview of technique, datasets, challenges, 
and future direction. 
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1. Introduction 

 
Detection of lung disease is an important area in medical di- 

agnosis. Machine learning has demonstrated promising conse- 
quences in analyzing medical images for early detection of dis- 
eases such as pneumonia and lung cancer. Lung cancer is still 
one of the most common and deadly diseases in the world, and 
its high mortality is the result of late diagnosis. Preliminary 
identification and accurate risk evaluation is required to im- 
prove patient results. Traditional clinical approaches, including 
imaging and clinical assessment, are usually less in detecting 
high risk people in an early stage. However, new methods have 
been made possible for screening of lung cancer, survival analy- 
sis and prediction by development in Artificial Intelligence (AI) 
and machine learning (ML). Recent studies have shown that 
a variety of machine learning (mL) approaches, such as the- 
ory component analysis, supervised learning, regression mod- 
els and machine learning, can improve the diagnosis of lung 
cancer and diagnosis. These studies check a variety of data 
sources to improve future stating accuracy, including calculated 
tomography (CT) scan, standard blood test results, electronic 
health records (EHRS), and patient lifestyle factors.(9) 

Medical diagnostics have thanked a revolution for machine 
learning (ML), which provides state -of -the -art technology for 
early diagnosis and risk evaluation of serious diseases such as 
lung cancer. Due to most of the late phase diagnosis, lung can- 
cer has a significant mortality rate and cancer -related deaths 
continue to rank in the major causes of the world. Traditional 
screening techniques, such as symptoms-based evaluation and 
low-khurak calculation tomography (LDCT), often decreases 

in identifying high-risk individuals. Propecting accuracy, au- 
tomating risk evaluation, and improving the patient’s results is 
made possible by the inclusion of machine learning models in 
the healthcare system. Improvement in clinical results brought 
about progress in diagnosis and treatment, the 5-year survival 
rate is only (22%), nd most lungs are also found after cancer.[1] 
Demographic, lifestyle and therapy symptoms characteristics 
that are relevant to the diagnosis of lung cancer are included in 
the dataset used in this investigation. Important characteristics 
used as future factors for machine learning models include age, 
alcohol intake, smoking history, wheezing, cough and chest 
pain. This study attempts to assess model performance and 
determine the best strategy for predicting lung cancer using a 
variety of machine learning approaches. To guarantee strong 
prediction performance, feature selection and model optimiza- 
tion techniques are used, including cross-validation and hyper- 
pieme tuning. This research paper examines the effectiveness 
of various ML algorithms in predicting the risk of lung cancer 
using structured clinical data. 

The patient may be given a proper treatment, allowing the ex- 
ecution of proper preventive measures, if the cancer is discov- 
ered within a specific time period for treatment and many risk 
factors exist for further diagnosis. Many computer techniques 
have been developed to detect or forecast lung cancer, which 
helps the medical professionals to determine the forecast of pa- 
tients after the most effective course of treatment and diagnosis. 
Medical scientists have used machine learning and soft comput- 
ing techniques to correctly identify many types of cancer types 
in their early stages using classification techniques.(17) 

The study intends to develop AI-operated initial identifica- 
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tion systems by assessing several models using performance 
criteria such as accuracy, accuracy and recall. Early detection 

improvement, reducing mortality, and streamlining medical de- 
cision making processes are all possible consequences of effec- 
tive applications of ML models in the diagnosis of lung cancer. 

In the end, this research provides feedback for the following 
questions: 1. In the research sector, which is the risk factor for 

most cases of lung cancer? 
2. How can a machine learning model be used to determine 

the severity of lung cancer? 
The full body of the work of this study has been structured 

as follows: resources and techniques used to meet the goal of 
the study are included in metodology. The findings and future 
instructions of this research are eventually included in the future 
scope.[2] 

 
2. Data Description 

 

Figure 1: Summary of the dataset 

This dataset is a source from Kaggle used in this study. It 
consists of health parameters of more than 3 lakh patient diag- 
nosed with lung cancer. A total of more than 10 features were 
taken into consideration for this study like,Age, gender, smok- 
ing habits, BMI, chest function, chest pain, tumor size and stage 
of cancer,etc were among the characteristics. Depending on a 
labeled data model, metastasis and other health status indica- 
tors are calculated directly from dataset to provide an detective 
output that shows whether a disease exists. (11) 

This article summarizes the conclusions with ten studies ex- 
amining the methods of machine learning (ML) for diagnosis 
and prediction of lung cancer. The functioning used in this syn- 
thesis collects, analyzes and valid data from several studies in 
an organized manner. 

A. Recap of dataset 

 

 

Figure 2: Missing Values in Dataset 
 

 

This dataset includes 3,00,000 rows and 15 columns. All 
columns are complete, as illustrated in the picture (see Figure 
2). Each column has the same data type, which is integer. 

observation 1: graph indicates that the high proportion 
of patients is diagnosed with advanced phase compared to 
another category. This emphasizes the need for progress in 
early detection technology. In it (see Figure 3) represents 
the age of X-Xis patent and represents the phase of Y-Axis 
cancer, which is divided into four stages. Cancer is likely to 
be between 35 and 70 ages. (10) 
 

 

 
Figure 3: Age Distribution by Cancer Stage 

 
 

 

Observation 2: In the figure (see Figure 4 )top ten factor 
that affects the prediction of lung cancer is displayed in the 
graph. Tumor size, lung function, air quality, smoking his- 
tory, body mass index and age are important factor. Since 
the patient ID is not a reliable prophet, it should be disre- 
garded. Conclusions support the importance of smoking, 
environment variable and cancer phase in smoking. (19) 
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Figure 4: Top 10 Important Features For Lungs Cancer Prediction 

 

B. Limitations of the dataset 

This dataset is really spacious and contains a lot of features 
and information that are not necessary for prediction. A large 
number of irrelevant features reduce the performance of the 
model. To make the dataset more accurate, we have abolished 
a lot of useless features. 

 

Figure 5: Missing Values in Dataset 
 

 

3. LITERATURE REVIEW 

 
Recent advancements in deep learning and medical imag- 

ing have significantly improved prognosis, disease detection, 
and individualized treatment for multiple malignancies, includ- 
ing non-small cell lung cancer (NSCLC).(5) Deep neural net- 
works, radiomics and big data sources such as ImageNet have 

advanced diagnostic accuracy and understanding of tumor fea- 
tures.Many studies now show deep learning models can accu- 
rately interpret multidimensional medical imaging data. For 
example, volumetric CT images were processed with 3D con- 
volutional neural networks (CNNs), allowing for extraction of 
important factors associated with patients’ outcomes. Further- 
more, combining clinical data with imaging features indicates 
that there is potential benefit to a more complete understanding 
of the path of the disease.In summary, although useful, conven- 
tional survival models often fail to incorporate or take advan- 
tage of multimodal datasets. [3](5) 

As lung cancer remains one of the leading causes of cancer 
death worldwide, there is a need for improved strategies for 
early detection and personalized treatment. Recent advances in 
machine learning (ML) have demonstrated promise to provide 
better prognostic assessment and diagnostic accuracy in oncol- 
ogy, and specifically in lung cancer.Researchers have examined 
the use of ML-based algorithms to predict lung cancer based 
on clinical data, patient symptomatology and lifestyle charac- 
teristics. Essentially, these methods create data-driven models 
to identify important risk factors and improve early detection, 
both critical for effective treatment outcomes.Twelve ML al- 
gorithms were tested in a comparative study, using a dataset 
taken from 310 patient instances with 16 parameters, includ- 
ing demographic parameters (gender, age), behaviors (alcohol, 
smoking) and symptoms (yellow fingers, cough, chest pain, al- 
lergy). The results showed that lung cancer was prevalent most 
in males who were between the ages of 55 and 75. Symp- 
toms like, yellow fingers, cough, chest pain and allergy were 
good predictors for lung cancer and very noticeable. The K- 
Nearest Neighbor (KNN) and Bernoulli Naive Bayes models 
were the best as early lung cancer predictors of the algorithms 
studied, and therefore they can be directly applied for clinical 
situational settings.The results were in line with another study 
on small clinical datasets which found that KNN and other sim- 
pler models had the best performance ( 92.86% accuracy), fol- 
lowed by Naive Bayes variants ( 91%). This suggests that when 
data are limited, it is possible that models which assume the 
independence of features and simple categorization rules per- 
form better. These studies do also show the need for larger, 
diverse datasets and research into alternative machine learn- 
ing methods, as well as limitations in feature scope and dataset 
size[4].(13) 

With the possibility of early diagnosis and improved qual- 
ity of care, machine learning (ML) is increasingly utilized as a 
method for analyzing risk factors for lung cancer and predicting 
severity. Data preparation, feature selection, building models, 
and evaluation are some important aspects that are discussed 
in the literature. Data Preparation and Missing Data,When as- 
pects of medical data including that pertaining to lung cancer 
have missing values, the absence of good imputation would bias 
models. There has been a vast array of imputation methods ex- 
plored, from simple techniques such as mode imputation for 
categorical variables to much more complex model-based and 
multiple imputation procedures. Considering the prevalence of 
categorical features in lung cancer datasets, the mode imputa- 
tion method is frequently used since it is a basic way to keep 
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data without significant bias Extreme Gradient Boosting (XG- 
Boost) has been determined to predict severity of lung cancer 
with the highest accuracy (up to 99%) and the lowest error rates 
than any other machine learning algorithms. .[5].(15) 

The research paper’s reviews several Machine Learning tech- 
niques for lung cancer classification. It focuses on the mor- 
phological implementations of the various systems using deep 
learning for lung cancer prognosis and early diagnosis. For 
segmentation and recognition processes, feature extraction, 
GLCM, brightness estimates, and visual quality evaluation take 
place and in previous literature, it was reported that if the search 
algorithm is employed instead of exiting image that it lucidly 
improves the early stage of lung cancer analysis since imag- 
ing position changes can cause trivial differences in the quality 
of image products, which can be improved overall.(16) Again, 
classifiers will have previously-sourced datasets indicating that 
they detected successfully with a generalized error rate amelio- 
ration in early stage lung cancer studies within the tests.[6](7) 

In cancer care, the field has been revolutionized in recent 
years by advancements in deep learning and medical imaging, 
providing more accurate illness detection, prognostic predic- 
tors, and individualized treatment plans. Deep neural networks 
and radiomics have been employed to decipher complex med- 
ical images to better understand tumor characteristics and pa- 
tient outcomes. With an increase in big datasets like ImageNet 
facilitating the development of reliable algorithms that can pull 
significant features from high-dimensional data. In traditional 
survival analyses, the variability in tumor biology and patient 
characteristics is typically done by using single-modality data 
with little consideration for the true range of tumor biology 
and clinical factors.(2) Multimodal approaches have aimed to 
address this limitation by creating deep learning frameworks 
that incorporate complementary input from multiple modali- 
ties.[7].Lung cancer continues to be the predominant cause of 
cancer mortality, so improved risk stratification is indicated. 
Older recommendations such as USPSTF are based predom- 
inantly on age and smoking history, failing to catch many at 
risk.AI algorithms such as XGBoost now incorporate larger 
clinical and behavioral information, producing excellent per- 
formance (ROC-AUC 0.82 for PLCO, 0.70 for NLST) and ap- 
propriate calibration (Brier score 0.044).(5) These algorithms 
enhance personalized risk estimation and have improved re- 
call and discrimination compared with USPSTF.Tools for in- 
terpretability such as SHAP increase user trust, while web ap- 
plications such as MyLungRisk allow these models to be eas- 
ily available.[8]. Fast track clinics have been initiated in Den- 
mark for speeding up the diagnosis of LC, but although these 
diagnostic procedures are applied to a good number of such pa- 
tients, there are still patients diagnosed with LC who are not ex- 
posed to these procedures, among them lung cancer patients in 
Denmark. As compared to non-LC patients, LC patients were 
older, female, and had greater histories of smoking, current or 
past. Statistically significant results for certain lab tests are 
present, as alkaline phosphatase, bilirubin, CRP, LDH, leuco- 
cytes, neutrophils, and basophils were all elevated and albumin, 
eosinophils, hemoglobin, INR, sodium, and platelets seemed to 
be reduced. These statistically significant (p ¡ 0.001) results 

have the potential to define prognostic features of LC from rou- 
tine blood monitoring.[9]vWith over 236,000 new cases and 
130,000 deaths each year, lung cancer is the leading cause 
of cancer-related deaths in the US (Study Summary). Behav- 
ioral, genetic, environmental, and psychosocial factors all con- 
tribute to its development.it continues to be the primary risk fac- 
tor, accounting for more than 80% of cases. Risk is greatly 
increased by heavy smoking and a family history of lung can- 
cer, especially in first-degree relatives. According to behavioral 
trends, people with lung cancer tend to use electronic cigarettes 
more and make more attempts to stop smoking. Patients with 
lung cancer, particularly those with secondary uases, are more 
likely to suffer from psychiatric disorders such as anxiety, de- 
pression, substance use disorders, and sleeplessness.The study 
emphasizes the need for more genetic research and longitu- 
dinal approaches to improve risk prediction using data from 
the All of Us Research Program [10].DeepCAD-NLM-L has 
demonstrated these capabilities with nodule detection, malig- 
nancy prediction, and clinical data across multiple time peri- 
ods. DeepCAD-NLM-L has been validated in large datasets, in- 
cluding the National Lung Screening Trial (NLST)(16) and the 
SUMMIT study cohort(2), and achieves state-of-the-art perfor- 
mance (AUC 88%), which is comparable to or better than the 
performance of radiologists and existing traditional risk mod- 
els (e.g., Brock model).(18) This demonstrates that it is indeed 
feasible to build fully automated, longitudinal, multi-modal 
deep learning systems that can be embedded into clinical work- 
flows and improve early lung cancer detection.[11]Application 
of some machine learning (ML) approaches, including logis- 
tic regression, support vector machines (SVM), and decision 
trees, for stage classification of cancer and prediction of dis- 
ease progression has been explored widely.(3) It was shown 
that combination techniques, such as voting classifiers, enhance 
performance, with some accuracy levels up to around 94% be- 
ing achieved in classification of lung cancer stages. It empha- 
sizes how some models can perform so well and be combined 
with high predictive accuracy and robustness.Handling medi- 
cal data of high dimensions is still very challenging. To re- 
duce dimensionality, eliminate noise, and identify the most rel- 
evant features, techniques such as Principal Component Anal- 
ysis (PCA) and correlation-based feature selection are com- 
monly applied. With a view to achieve maximum model per- 
formance and ensure precise predictions, data preprocessing is 
indispensable, such as normalization strategies like Min-Max 
scaling.[12]Mangukiya’s breast cancer detection model used a 
range of machine learning methods to detect breast cancer.(8) 
Analysis of the Wisconsin breast cancer data was the main ob- 
jective of the research. Even though they used a range of algo- 
rithms, XGBoost had the highest accuracy of all at 98.24%.[13] 

 
4. PROPOSED METHODOLOGY 

All these will facilitate effective communication Conclusion 
for your stakeholders in the model. Thus, The functioning is 
clearly documentation and imagining it It is transparent and 
copyable for itself, and therefore, it is transparent. Encourage 
further research on models and reforms. 

KRONIKA JOURNAL(ISSN NO-0023:4923)  VOLUME 25 ISSUE 4 2025

PAGE NO: 515



 

 

 
Figure 6: Flow Chart 

• A flowchart related to machine learning-based disease 
identification and diagnosis is shown in Figure 6. this 
flowchart is a summary of our whole work how we col- 
lected data ,how we pre-process data and do traning and 
testing on the data and make a model.This is the sequen- 
tial process: 

• i)Collect data: The first step in the process is to com- 
pile the necessary medical information to diagnose dis- 
eases.ii)Data Preprocessing: This simply means that the 
data must be cleaned before being used for analysis. 
iii)Data Removing: This phase eliminates any mistakes, 
missing numbers or unnecessary information that can re- 
duce the quality of data. To explain the model reactions in 
a meaningful way, it normalizes the scales of the variable 
in the data.iv)Feature selection is suitable of features that 
reduces noise and model performs performance. v)Feature 
extraction: Additional, improved features can be obtained 
or modified from the features in this challenge. vi)Data 
Separation for Testing and Training: The dataset is divided 
into two sections: one for training the model and the other 
for assessing its performance.vii)Choose a Model: Select 
the machine learning model for the disease diagnosis from 
among the several that are offered. Model Training: The 
training data will have been used to train the chosen model. 

• Let’s start with breif explaination ,As we have futher dis- 
cuss in data description about the data collection.we have 
two type of dataset one is Raw dataset and another is 

numerical dataset.We have pre-process both dataset and 
perform statistical analysis,EDA,Corellation matrix,lazzy 
classifier and lastly we have applied normal distibution on 
specific features.we have collected top 10 features from 
the dataset and perform Pca(Principle Component Analy- 
sis) on it.we have made pca graph as well as dataset.after 
this we have perfom statistical analysis on it.(14) 

 

 
• After the altitude, the data will be separated in training and 

testing the most and important characteristics were found 
using PCA. The performance of the model will be eval- 
uated using matrix such as accuracy, accurate, recall and 
F1-score, and its advantages and disadvantages will be ex- 
posed in light of conclusions. 

 

 
• The purpose of this study is the evaluation of performance 

and contrast of the model. With the ultimate goal of 
identifying any association present in the dataset, pre– 
processing to fill the missing values and normalizes the 
features, and collecting data, the Exploratory Data Anal- 
ysis (EDA) aims to integrate all the ideological structure 
eventually.After all these we are ready to predict the lung 
cancer.Here is the step-by-step explanation. 

 
 
 

A.STATISTICAL ANALYSIS ON RAW DATA: 
 
 

 

 
Figure 7: Box Plot 

 
 

 

• BOXPLOT ON RAW DATA:(See fig :7)This box-plot 
(see Figure 6) shows the values and contributions of fea- 
tures in the data. Although box plots are unbalanced, they 
will be balanced after the data is preprocessed. The dis- 
parity results from intriguing facts that show a far wider 
variability in some traits than others, such as smoking his- 
tory and habitat. This variance is a result of the dataset’s 
excessive size. 
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Figure 8: Scatter Plot 
 
 

 

• SCATTER PLOT ON RAW DATA:(see fig 8)The re- 
lationship between numeric variables is displayed in this 
graph using statistics and data visualization. With each 
plot point dataset matches a pair of values. we have 
uses (25%)of dataset because the dataset is too large to 
use the(100%)dataset.X-Axis and Y-Axis represent the re- 
leationship between features. 

 
 

 

Figure 9: HeatMap 
 
 

 

• HEATMAP OF RAW DATA:(see fig 9)It is a correlation 
matrix among the features.the technique that uses colors 
to indicate values in . It is frequently used to highlight pat- 
terns, correlations, and density in large datasets.It is clear 
that a large number of features have very little link with 
each other. 

 
 

 
(6) 

 
 
 
 

 
Figure 10: Pair Plot 

 

•  PAIR PLOT OF RAW DATA:In the given (fig 10) a 
dataset, the partner correlation between several numeric 
variables can be seen using a pair plot, also known as scat- 
terplot matrix. Searching data analysis (EDA) often uses it 
to understand distribution, trends and correlations among 
the features. 

 
B.STATISTICAL ANALYSIS ON NUMERICAL DATA: 

We have discuss before about dataset (see in fig/;1).these 
figure dicuss about the summary of the datadset. We have a 
normal distribution on the featurers of the dataset to see the 
difference according to the data.Here are some normal distri- 
bution of the following: 

 
• NORMAL DISTRIBUTION IN NUMERICAL DATA: 

 

 
Figure 11: distribution of gender graph 

 

 

Normal distribution of gender shown in (Fig 11). This 
graph shows that the male denoted with (0) and the fe- 
male denoted with (1) and the transgender denoted with 
(2). Male and female have a high chance of having lung 
cancer whereas transgender has a low chance of having 
lung caner.(12) 
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Figure 12: distribution of smoking history graph 

 

Normal distribution based on smoking history shown in(fig 
12)this graph shows that the current is indicated with (0), the 
former is indicated with (1) and never with (2). Those who 
currently and were used to smoke have a lower chance of having 
lung cancer compared to those who never smoke. 

 

 
Figure 13: distribution of family history graph 

 

Normal Distribution based on family history: It looks like 
it does not matter that if a person belongs to a family of lung 
cancer exposures or not both people can have cancer,illustrate 
in the given (fig: 13) 

 

 
Figure 14: distribution of comorbidities graph 

 

Normal distribution based on comorbidities shown in (fig 
14)this graph shows that the Hypertension is indicated with (0) 
COPD is indicated with(1), Diabetes is indicated with (2) and 
none is indicated with (3). The graph shows that COPD and 
a diabetic person have low chance to have cancer, while the 
person having hypertension and none has more likely to have 
cancer. 

After normal distibution we have perform several operations 
on the numerical dataset: 

 
 

 
Figure 15: Box Plot 

 
 
 
 
 

 

• BOX PLOT ON NUMERICAL DATA:(see fig 15)shows 
the values and contributions of features in the data. This 
box plots are balanced, they were balanced after the data is 
preprocessed.After preprocessing data the plot distributed 
between -1 to 1.There are three features which dominates 
among all and they are smoking history,residential area 
and comorbidities. 

 
 
 
 
 

 

 
Figure 16: Scatter Plot 

 
 
 
 
 

 

• SCATTER PLOT ON NUMERICAL DATA: (see fig 
16)We have use only 25% of dataset to map scatter plot. It 
discuss the relationship between the features.Dataset has 
high dimensionality and low correlation among the fea- 
tures. 
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Figure 17: Heatmap 

 

• HEATMAP ON NUMERICAL DATA:(see fig 17) it is a 
correlation matrix which were represented using different 
colour. Some features were extracted during the prepro- 
cessing of the data set.The range is between(0 to 1). 

 

Figure 18: Pair Plot 

 

• PAIR PLOT ON NUMERICAL DATA: In the given (fig 
19) a dataset, the partner correlation between several nu- 
meric variables can be seen using a pair plot, also known 
as scatterplot matrix. Searching data analysis (EDA) often 
uses it to understand distribution, trends and correlations 
among the features. 

C.STATISTICAL ANALYSIS ON PCA (Principal Compo- 
nent Analysis) DATA: DataFrame with PCA results: 

Principal component analysis (PCA) was employed to solve 
these issues. PCA captures the optimal patterns while shrinking 
the data’s dimensionality according to variance. Even normal- 
ized data face problems such as redundancy, overfitting, and 
difficulty in detecting relationships between data when dealing 
with high-dimensional data. Scaling and normalization ensure 
that the data contributes equally to the model.(4) 

Figure 19: DataFrame with PCA results 
 
 
 

 

SCATTER PLOT OF PCA 
 
 
 

 

 
Figure 20: PCA scatter plot 

 
 
 

 

1. Principal Components (PC1 and PC2) are the axes. 

The Principal Component 1 (PC1) is the X-axis. The Princi- 
pal Component 2 (PC2) is the Y-axis. These two components 
are new PCA-constructed axes that maximize your data’s vari- 
ance. 

2. Each Point Is a Sample 

One data point (or row) from your original dataset is a single 
dot that represents it.Every point of data is now plotted based 
on its coordinates in the PC1–PC2 space following the transfor- 
mation of the data with PCA.(see in fig:20) 

BOX PLOT OF PCA 
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Figure 21: PCA Box Plot 

 

In given fig(see fig 21) Principal Component 1 (PC1) The 
data is centered if the median is approximately 0.Between Q1 
and Q3, the interquartile range (IQR) is between -0.4 and 0.4. 
Outside the whiskers, there are many outliers, especially near 
±3. Principal Component 2 (PC2) is also at 0.IQR and PC1 are 
very similar, showing the same spread and variance.Outliers are 
slightly higher or lower than PC1, but overall it’s very balanced. 

 
5. RESULT ANALYSIS 

We have now successfully trained and tested our model us- 
ing appropriate performance metrics without any caveats, we 
can now compare the performance of the base models to our 
own. The suggested ensemble model is better than any of the 
three independent base models for Accuracy, Recall, F1-Score, 
and Precision. Now, we will evaluate the percentage improve- 
ment (%imp) to see how much better the proposed model is in 
comparison to the simple lazy classifier models used.(1) 

 
6. CONCLUSION 

We thank the contributors and researchers who provided the 
datasets used in this study.This study has indicated that Ma- 
chine learning has a considerable potential in determining the 
phases of lung cancer,where early diagnosis would be priori- 
tized for improved results.With a patient dataset of 3,00,000 
and PCA and correlation matrices methods, we were able to 
determine the most significant improve features and minimize 
noise in the data. we utilized top four model to achieve better 
performance. 
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